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Abstract—RDMA over Converged Ethernet (RoCEv2) employs
Priority-based Flow Control (PFC) for a lossless fabric to
maintain high performance. However, PFC can cause Deadlocks,
which pauses traffic and potentially leads to severe exceptions for
applications. Existing solutions solve deadlocks at a considerable
cost, resulting in degradation of end-to-end network performance.

We present Roundabout, a data plane scheme designed to
detect and resolve deadlocks with minimal side effects. We first
analyze how switches in different states contribute to deadlocks.
Based on the analysis, we design an election-based distributed
detection scheme that efficiently and robustly identifies deadlocks.
By exploiting buffer configuration redundancy, we develop an in-
network collaborative packet scheduling scheme that forwards
deadlocked packets to their destinations in a lossless manner,
facilitating natural deadlock resolution. Additionally, we imple-
ment a barrier mechanism to ensure in-order packet delivery to
the receiver. Both analysis and experiments demonstrate that
Roundabout effectively detects and resolves deadlocks while
minimizing side effects to the network, making it an ideal
enhancement for PFC switches.

I. INTRODUCTION

Remote Direct Memory Access (RDMA) has become the
de-facto standard for high-speed networks in modern data
centers due to its high throughput, low latency and low
CPU overhead. RoCEv2 (RDMA over Converged Ethernet
Version 2), a major branch of RDMA!, has been deployed
at scale [1-3] and is actively embraced by a wide range of
applications, such as storage [3, 4], computing [5], distributed
transactions [6], and large-scale Al training [7].

RoCEv2 maintains a lossless network fabric by employing
Priority-based Flow Control (PFC) [1, 8]: when an ingress
queue grows and exceeds a threshold X, ¢, a PAUSE frame is
sent upstream to stop the packet transmission, and a headroom
buffer is used to absorb the in-flight packets; after the queue
drains below another threshold X,,, a RESUME frame is
sent upstream to continue packet transmission. Various modern
congestion control schemes leverage PFC as the last line of
defense against packet loss [1, 9].

However, PFC inherently introduces deadlocks, a phe-
nomenon of cyclic buffer dependency (CBD), where all
switches within a cycle pause the packet transmission of their
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upstream switch port, while their own packet transmission
are also paused by their downstream switches [1]. Packets
trapped in the deadlock loop are paused constantly, severely
impacting network performance and availability [3]. Switches
in deadlock can also flood PAUSE frames to other innocent
links and devices, potentially affecting the entire network.
Modern data centers widely adopt the Clos topology (e.g., fat-
tree) [1, 3, 4, 10]. In general, deadlocks are rare in Clos, until
some less common events (e.g., link failure or port down/flap)
happen and incur loops (see details in §VIII). Meanwhile,
some other topologies are more prone to deadlocks [11].
As networks scale rapidly [12], the frequency of deadlock
occurrences may increase.

To this end, extensive research efforts have focused on PFC
deadlocks [13-20], which can be broadly classified into two
categories: proactive deadlock avoidance and reactive deadlock
detection/resolution. Deadlock avoidance strategies aim to
break the essential conditions of deadlocks to prevent their
occurrence in advance. However, they are often tightly coupled
with specific network topologies [21], routing algorithms [14],
or traffic patterns [18], limiting their flexibility. In contrast,
detection and resolution schemes relax these constraints, al-
lowing deadlocks to occur. As a result, they need to detect and
solve deadlocks with high accuracy and efficiency to minimize
their impact on network performance.

Existing deadlock detection/resolution schemes have their
drawbacks (detailed in §II-B): (i) For detection, control-plane
based methods [19, 22] can not fully meet the performance
requirements and may introduce false positives. Recent data-
plane solutions [20] may fail when multiple switches trigger
one deadlock cooperatively. (ii) For resolution, adaptive rout-
ing [20] can interfere with other parts of the network; buffer
reconfiguration [19, 20] encounters failure when there’s no
enough free shared buffer. Moreover, since RoCEv2 uses “go-
back-N" to retransmit dropped or out-of-order packets [23],
schemes that may lead to retransmission (such as switch reset
or reconfiguration, packet drop [20] and adaptive routing [19])
will cause performance degradation.

We aim to develop an efficient deadlock detection-resolution
scheme with minimal side effects to avoid these issues. The
scheme should be independent of network topologies, routing
algorithms, or congestion control mechanisms. It should effec-
tively identify deadlocks during their intricate formation and
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(b) An expanded view of the deadlock topology. Ingress is not shown here.

Fig. 1: All packets trapped in the loop have their own exit port (queue). Gray arrow indicates the deadlock loop.

resolve them with minimal effect on innocent flows, ports,
or queues. it should also preserve packet order for flows to
prevent unnecessary retransmissions in RoCE environments.
This is motivated by two key insights.

Our first key insight is that for a packet already stalled
in a deadlock loop, it only seeks to traverse along its in-
loop forwarding path to find its exit switch where it can
be forwarded off the loop via the corresponding exit port
(queue), just as they are traversing a Roundabout. Fig. 1 shows
an example. Packets in yellow should leave the loop from
switch 3, queue 1. If packets can be scheduled to their exit
ports in a lossless manner, queue length can be reduced and
the deadlock is resolved.

Our second key insight is that, headroom buffer is typically
configured larger than its theoretical value, which can be better
utilized to resolve deadlocks. Although headroom size can
be theoretically calculated [24-26], obtaining the necessary
metrics can be more complex (§1I-A). For example, metrics
like interface delay and high-level delays are vendor and
implementation dependent [27]. Therefore, headroom size is
typically configured slightly larger to accommodate “plug-
and-play” functionality, as is the default settings provided by
manufacturers [27]. The redundant buffer space is unused in
most cases, which can be used for better deadlock resolution.

While our insights are straightforward, leveraging them to
solve deadlocks is still challenging. First, deadlock detection
algorithms must contend with the frequent state transitions in
switches during deadlock formation (detailed in §III). Second,
robust deadlock resolution necessitates efficient management
and scheduling of switch buffers, which calls for well-designed
buffer collaboration mechanisms. Third, the inherent absence
of packet order records in switches must be addressed so that
packets can be scheduled to their destinations in the correct
order, without retransmission.

In this paper, we propose Roundabout, a novel and effi-
cient data plane solution that detects and resolves deadlocks
with minimal side-effects. Roundabout is compatible with
any topologies, routing schemes and flow control algorithms,
and it operates entirely in the data plane at line rate. In
deadlock detection phase, (i) we classify switches forming
a deadlock into three states, and design an election-based
distributed detection scheme triggered bu PAUSE events. By
continuously monitoring deadlock signals from local queues
and downstream switches and maintain the more advantageous
results, A switch is able to closely monitor the transient
state of in-loop ports, facilitating swift and accurate deadlock
detection (§II). In deadlock resolution phase, (ii) we leverage
the idea of buffer collaboration, both between and within

switches, to break the logical boundaries of switch buffers
and effectively schedule packets towards their exit ports (§1V).
This process only utilizes the links that are already deadlocked,
therefore does not affect the rest of the network. Moreover,
it does not require buffer reconfiguration, avoiding possible
interference with queued packets. (i) We also design a novel
barrier mechanism to isolate packets originated from different
deadlocked switches and propose a scheduling scheme to
ensure packets exit the loop through the correct port (§1V-D).
We experimentally demonstrate the overall effect of Round-
about and compare it with other state-of-the-art solutions.
The results show that Roundabout outperforms other schemes
across multiple metrics, and is suitable to serve as a functional
building block to enhance PFC-supported switches (§VI).

II. BACKGROUND
A. Dynamic Thresholds Switches for RoCE
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Fig. 2: A Dynamic Threshold (DT) switch supporting RoCE. Buffer
in yellow is shared among ports and queues.

As shown in Fig. 2, for PFC-enabled switches, ingress
queue typically consists of three parts. First, each queue has
a dedicated buffer (Guaranteed Minimum, Gmin) to prevent
starvation. Then, a Shared buffer is dynamically allocated
from the global shared buffer with algorithm such as Dynamic
Thresholds (DT) [28-31]. Finally, a headroom buffer (Hdrm)
is reserved to absorb in-flight packets that arrive after PFC
PAUSE is asserted. Physically, the “Ingress queue” is essen-
tially a Virtual Statistics Queue (VSQ) maintained by a set
of counters [29, 32, 33], which record the occupancy for each
part of the queue. Buffer management algorithms rely on these
counters for their operation.

Upon packets arrival, they attempt to be admitted to Gmin,
then to Shared. If they both fail and trigger PFC PAUSE,
packets are then absorbed by Hdrm. Headroom should at
least be able to absorb: (i) maximum packet size (9kB for
jumbo frames), (if) bit ratexround-trip latency (2x BDP),
and (iif) bit ratexinternal latencies within the switch. Head-
room buffer size is additionally infected by the transmission
speed of bits across diverse wires, transceiver latency, inter-
nal implementation-dependent response time, cell size, buffer
management strategy, etc. [24, 29], making it hard to obtain



the headroom size precisely. In practice, headroom buffer is
configured to be larger than its theoretical value (e.g., default
value) to prevent possible accidental packet losses [25, 26, 29],
which results in waste of buffer. These buffer should be
utilized more efficiently, but few have explored it.

B. Causes of Deadlocks and Limitations of Existing Solutions

Studies have revealed many causes of deadlock, includ-
ing infrastructure and configuration issues such as hardware
failures, software bugs, misconfigurations and network up-
dates [34-36]. Deadlocks can also stem from traffic forming
transient loops [17], which may occur more frequently under
bursty and concurrent scenarios, such as the “All-to-All” or
“ring All-reduce” traffic [37] in distributed machine learning
when hosts perform data synchronization. In DT switches,
another reason for a queue to exceed its X,s; threshold (a
prerequisite condition of deadlock) is the inability for Shared
to obtain sufficient space from the global shared buffer.

A common method for deadlock detection is to periodically
probe port states and assert deadlock by checking for Circular
Buffer Dependency (CBD) in the control-plane [19, 22].
However, performing quick deadlock detection is challenging
due to the inherent latency between the control plane and data
plane. Moreover, since CBD is a loose condition for deadlocks,
asserting deadlocks by checking for the presence of CBD
may incorrectly assert a deadlock that doesn’t actually exist
(false positive) [17]. Recent work [20] shows the performance
advantage of detecting deadlocks in the data-plane. When a
switch initiates a pause frame (and becomes an initiator), a
probing message is piggybacked and is sent along the loop
to check the ingress queue length of each switch it passes
through. If they all exceed their X, thresholds, a deadlock
is identified. However, as shown in Fig. 3, when multiple
initiators jointly trigger a deadlock (which is common), the
probing message will be dropped by other initiators, which
makes this procedure not robust.

Once a deadlock is detected, it is typically resolved by
packet drop [20], adaptive routing or buffer reconfigura-
tion [19, 20]. However, these methods have drawbacks. Re-
setting links and ports can drop packets in the loop, which is
disruptive and inelegant. A recent scheme prioritizes dropping
packets from elephant flow, which mitigates the impact of
packet loss but does not completely eliminate it. Adaptive
routing does not cause packet loss, but it interferes with other
innocent traffic by forwarding packets to other links. Dynamic
buffer reconfiguration still needs help from control-plane and
may lead to packet drops in the chip buffer. It not only
occupies buffer space that could be utilized by other queues but
often fails to allocate enough space from the shared buffer as
well. Furthermore, RoCE uses “Go-Back-N"’ retransmission,
which is sensitive to dropped or out-of-order packets. None
of these methods can preserve packet order, leading to degra-
dation in network performance. Although Infiniband [38] and
some certain NICs [39] support out-of-order packet delivery,
it is impractical to assume such capability in RoCE-based
datacenters composed of heterogeneous NICs [40].

1 checking message from switch S2
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initiator switch

% non-initiator switch

Fig. 3: Simple back-propagation cannot detect deadlock robustly.
III. DISTRIBUTED DEADLOCK DETECTION

As we can see in §1I-B and Fig. 3, detection triggered by
PAUSE events has to handle transient and complex loop states.

Insight. Switches forming a deadlock loop can be classified
into three categories, based on the status of their relevant
ports and queues. Triggers are the switches that actively bring
new PAUSE signals to the loop. They pause their upstream
switches due to incast traffic or PAUSE frames from outside
the loop, efc. Spreaders are the switches paused by other in-
loop switches. They may propagate pause signals upstream in
the loop as their queues build up. Non-pauses are the switches
that currently do not receive or generate in-loop pauses. In a
loop of N switches forming a deadlock, there could be 3V
possible loop states at any given time.

Relying on simple back propagation to detect deadlocks can
be insufficient in many cases. For instance, each switch in the
loop may independently trigger PFC and pause its upstream
switch during deadlock formation, consequently interrupting
the existing detecting process; during the formation of a
deadlock, switches may transition between three states due
to buffer changes, which might interrupt the propagation of
probing messages; when a switch transition to non-pause state,
their probing message becomes outdated, efc.

Core idea. Deadlock detection in the data plane can be viewed
as a consensus problem. Our objective is to identify deadlocks
based on the status of switches within a loop and achieve
consensus across them. To this end, we propose an election-
based distributed detection scheme, which performs on-the-
fly election at each hop. Probing messages are carried in PFC
frames. When a switch generates a new probing message or
receives a probing message from another switch, it performs
an election to select the more advantageous message and
caches it locally. When a switch’s status changes, it promptly
notifies the affected switches to ensure continuous and accurate
tracking of the loop’s status. By adhering to the uniform
election rule, switches in the loop can ultimately converge on
a consistent detection result.

A. Definitions of Data Structure and Packet Format

We define probing message as a triplet T = {sid, qid,
rand}. Here, sid and gid are the global switch ID and
queue ID within the switch respectively, uniquely identifying
the source of a probing message. The 32-bit rand is ran-
domly generated for comparing the priorities between probing
messages. For each ingress queue, we instantiate two triplet
registers: 15, and Ty, along with two 1-bit flags to indicate
their wvalidity. Tj,;; records the inherent probing message:
when a queue actively triggers PAUSE and generates probing
message, T;,;¢ 1s initialized and marked valid; when the queue
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packet character
/ operations

packet character
/ operations

opcode opcode

Teurr invalidation
accumulate routing info
carrying credits
checking message

1 deadlock detection 2
3 deadlock announcement 4
5 build Roundabout routing table 6
7 barrier packet 8

TABLE I: opcode and the corresponding actions.

triggers RESUME, T;,;; is invalidated. T¢,,,, on the other
hand, is used for tracking loop state changes by caching the
most advantageous probing message it observes.

As shown in Fig. 4, Roundabout header (abbreviated as
ra_hdr) is designed to convey messages between switches.
Switches generate and piggyback ra_hdr when trigger-
ing PFC pause/resume frames, which are referred to as
ra_pause/ra_resume frames. PFC frames with ra_hdr used
for deadlock detection are called probing packets. Note that
ra_hdr also contains several other fields in addition to the
triplet. These are utilized for different operations throughout
the whole deadlock detection and resolution process, which
we demonstrate later. Switches parse the opcode and act
correspondingly. We summarize the value of opcode field and
their behaviors in table I.

To track deadlock dependency between ingress and egress
within a switch, we adopt a data structure similar to the
approach in [20]. Specifically, each lossless egress queue
maintains a bitmap of length equal to the number of ports
N, indicating whether an egress queue contains packets from
a specific ingress port. The bitmap is indexed by port ID and
updated based on queue statistics and packet size. By querying
the bitmap, an egress queue can identify its causal ingress
port(s) for deadlock detection.

B. Election based Deadlock Detection

We first introduce the election rule, the fundamental part of
data plane deadlock detection. The core idea is that switches
should maintain the most advantageous and up-to-date factors
that could lead to deadlocks, which enables distributed dead-
lock detection to converge on a latest and consistent result.

Election Rule. When a switch observes a probing message
(either generated by its own queue exceeding X, s threshold,
or received from another switch), it performs an election and
updates the locally cached message. Algorithm 1 (line 3—7)
demonstrates three election rules. (i) Probing message with
smaller rand is considered more advantageous (line 7); (ii)
if a queue triggers multiple probes over time, the latest one
is effective (line 4); (iii) if no valid probing message was
observed previously, the observed message is elected directly.
Detection Scheme. To address detection failures caused by
changes in switch states, we design a distributed deadlock

Algorithm 1: Functions at Ingress.

1 /] Tinst and Ty are registers at ingress queue.

2 // Egress parse the triplet I" carried in probing packets and
synchronize with functions at its casualty ingress queue(s).

3 function Elect (T1, Tb)

4 if Th.{sid, qid} = T>.{sid, qid} or T is not Valid then

5 L return 77;

6 else
7 L return T4 .rand < Ty.rand ? Ty : Th;

8 function SendPause ()
InitAndSetValid (Tinit);

10 Teurr EleCt(Tinit: Tcuv"r)§

1 Setvalid (Teurr);

12 SendPauseWithTuple (Teurr);
13 function SendResume ()

14 SendResumeWithTuple (Teurr);
15 SetInvalid (Tinit);

16 SetInvalid (Teurr);

17 function PeerGetPause (T')
18 if T;p4¢ is Valid and T+ = T then

19 L deadlock detected;

20 else

21 if T4t is Valid and Teyrr is not Valid then
22 L Tewrr < Elect(T, Tinit);

23 else

24 if Teyrr = T then

25 L return;

26 Tewrr < Elect(T, Teurr);

27 Setvalid (Teurr):

28 if self pauses upstream then

29 L SendPauseWithTuple (Teurr);

30 function PeerGetResume (1))
31 if self pauses upstream and Teyrr.{sid, qid} = T.{sid, qid}

then
2 SetInvalid (Teyrr);
33 SendInvalidWithTuple (T);
34 Tewrr < Tinit;
35 Setvalid (Teurr):
36 SendPauseWithTuple (T;nit);

37 function PeerGetInvalid (T)
38 if T = Teyrr and Teyrr is Valid then
39 SetInvalid (Tewrr);
40 SendInvalidWithTuple (T);

detection algorithm. The core idea is that when a switch
transitions between the three states, its impact on neighboring
switches changes. These changes must be accurately conveyed
to other switches in the loop, ensuring that switches in the loop
correctly maintain the latest deadlock state. The actions at each
switch’s ingress queue are summarized in Algorithm 1:

e When a switch becomes a trigger or spreader and sends a
pause frame, it contributes to the deadlock and must inform
its upstream of this impact with an ra_pause frame with
opcode = 1. Before this, spreaders should run an election
to update the most advantageous impact (line 8-12).

e When a switch triggers resume (become a non-pause), it
no longer contributes to deadlock formation. Therefore,
it invalidates its record and removes its impact on its
upstream switches hop by hop with an opcode = 2 ra
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Fig. 5: A concrete example of detecting actions in a 4-switch deadlock. Each cell group represents the register state of corresponding ingress
queue (at port pl). The upper and lower half denotes T%,i; and T, respectively. Arrows indicate the interactions between switches.

frame. (line 13-16, 30-36).

e When a switch observes a new probing message (at “peer”
egress), it queries the bitmap and invokes the action at
its casualty ingress queues. It first updates the impact
it observes with an election. Then, it notices upstream
switches of the impact (line 21-29).

e Switch monitors whether it receives a probing message
from itself. If a probing message is received with matching
triplets, it indicates a deadlock (line 18-19).

Example. Fig. 5 shows a concrete example of the distributed
deadlock detection process. At ty, switches S1, S2, and S4
become triggers simultaneously, although the deadlock has not
yet fully formed. S3 becomes a spreader, and S1 becomes a
non-pause at to (possibly due to a decrease in shared buffer
occupancy, efc.). Elections are performed at different times on
different switches. Eventually, switch S3 receives a probing
message that originated from itself, indicating a deadlock.

Coordinator. When a switch receives a PAUSE frame with
a valid probing message from itself, it becomes a coordinator
to act as a controller to lead the subsequent deadlock resolu-
tion process. It sends an announcement packet upstream, (an
ra_pause frame with opcode = 3 and carries its Tj,;:). This
will notify other switches in the loop of the deadlock. External
packets are not able to enter the loop when deadlock occurs.

IV. DEADLOCK RESOLUTION

Deadlock resolution is based on a simple observation: Pack-
ets trapped in a deadlock loop attempt to exit the loop from
their downstream exit switches, following existing routing
rules. This is also the expected behavior when no deadlock
occurs. If we can enable this behavior even in deadlock
scenarios, queue length can be reduced and the deadlock is
resolved. The key is to identify available buffer space to
resume the flow, allowing stalled packets to continue toward
their destination automatically.

Insight. We observed that the headroom is typically config-
ured bigger than its theoretical value, which reveals a new
opportunity: by fully leveraging the excess headroom buffer
(§1I-A) in deadlocked switches, deadlocks can be resolved
without buffer reconfiguration. This also brings a significant
benefit: we don’t need to recalculate new paths for packets
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Fig. 6: Roundabout routing table build-up in the data-plane. The
circular arrow represents flow directions.

during deadlocks, thus saving time and minimizing disruptions
to innocent flows on other links.

A. In-deadlock Routing

To resume packet transmission from a deadlocked state,
we should first identify the topology of the deadlock loop.
Specifically, since an egress queue in the loop may have
multiple associated ingress queues, it’s crucial to pinpoint
the one that is also within the loop. This ensures that the
scheduling for deadlock resolution is restricted to the queues
within the loop.

Inspired by In-Network Telemetry, we propose a scheme
that collects routing information of deadlock paths and notifies
the deadlocked switches of their respective ingress and egress
ports within the loop. As shown in Fig. 4, variable-length
nodeld fields are appended to the end of the ra_hdr, with its
length recorded in varLen field. There are two consecutive
steps for each deadlocked switch to obtain routing information:

Routing information accumulation. As shown in Fig. 6a,
once the coordinator (e.g., S1) is elected, it sends a Round-
about packet with opcode = 4, reversing the flow direction.
Upon receiving this packet, each switch inserts its global ID
after the var Len field and relay the packet through its paused
causal ingress ports. This process continues until the packet
loops back to the coordinator, indicating that the information
needed for building the routing table has been collected.

Roundabout routing table buildup. As shown in Fig. 6b,
when the coordinator receives the Roundabout packet it orig-
inated, it modifies the opcode field to 5, inserts its Global
ID again, and forwards the packet along of the deadlock
loop with a different priority. Other switches in the loop
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identify their in-loop ingress and egress ports by parsing
nodeld; and nodelds fields and then querying SwitchID-Port
table which is pre-configured during network buildup. These
switches then removes the nodeld; field, and forwards the
packet downstream through their in-loop egress ports. When
the coordinator finally get the packet, it also identifies its in-
loop ingress port by parsing the nodeld; field.

Simplicity. While the packet is variable-length from a global
perspective, each switch only need to handle a specific por-
tion of the packet, as the parsing, insertion, and deletion
of nodelds are all performed at the fixed position within
the Roundabout packet. This conserves Packet Header Vector
(PHV) resources and simplifies the implementation.

B. Buffer Collaboration between Switches

We leverage the redundant headroom to resume packet
transmission in a lossless manner. To achieve this, the available
headroom space of a deadlocked ingress queue need to be
granted to its upstream egress queue, allowing packets to be
pulled from upstream in a producer-consumer pattern.

As shown in Fig. 7, once the Roundabout routing table is
built, a hdrm monitor at the downstream switch sends a credit
packet [41] (a Roundabout packet with opcode = 6) to its
upstream, carrying the available headroom size in its credit
field. A credit register at the upstream is initialized to 0. The
packet scheduler increments the credit register by the value
parsed from credit packets. When a packet is dequeued, the
credit register is decremented by the packet size. Packets are
sent downstream whenever the credit register value > MTU,
which will not cause packet drop. Roundabout only requires
1 MTU of extra buffer per port at minimum, which can be
easily satisfied under default settings [27]).

For a deadlocked switch, as packets are dequeued and
sent downstream, the corresponding ingress queue is drained,
increasing its available headroom. This prompts its upstream
switch to receive additional credits, which facilitates the trans-
mission of packets in the deadlock.

It is important to note that when a packet is sent down-
stream, it follows the origin routing table to determine its
next hop. The packet escapes the deadlock if its next hop is
not a switch in the loop, which leads to a reduction in queue
length. All packets will eventually escape the loop in this way.
However, this also requires buffer coordination within each
switch, as described below.

C. Buffer Collaboration within Switch

Due to the buffer management strategies of dynamic thresh-
old switches, in-loop packet scheduling described in §1V-B can
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Fig. 8: A case of false full. Gray arrow indicates a part of deadlock.

fail. As shown in Fig. 8, ingress and egress queue 1 is in a
deadlock loop. However, packets at the head of egress queue 1
come from ingress queue 2. When egress queue 1 dequeues a
packet, the headroom occupancy of ingress queue 2 decreases,
while ingress queue 1’s headroom size remains unchanged,
thus cannot make room for further packet scheduling. The
root cause is that ingress queue 1 and queue 2 do not share
the headroom, so the newly released buffer cannot be utilized
by ingress queue 1, which we refer to as false full.

Roundabout leverages the property of virtual statistics
queue ($II-A) to tackle this problem. We adjust the buffer
auditing scheme with a slight modification to coordinate
buffer usage among queues and ensure that the actual queued
packets are unaffected. When an egress queue transmits a
packet received from an out-of-loop ingress queue, the packet
size is first deducted from the shared buffer and then from
the headroom, ensuring that the in-loop ingress queue can
actively obtain more space from the shared buffer. This minor
adjustment guarantees sufficient buffer space within the loop
by efficiently utilizing idle buffers, ensuring continuous buffer
collaboration between switches until deadlock is resolved.

Note that this modification is only active during deadlock
resolution, which does not impact the behavior of switches
when there is no deadlock.

D. In-order Packet Delivery

Roundabout is designed for in-order packet delivery to
receivers across various network topologies and routing rules.
This relies on a simple observation: a flow’s routing path may
have one or more segments overlapping with the deadlock.
For example, in Fig. 9, the yellow flow has only one segment
(S1—S2—S3—S4) while the green flow has two segments
(S1—S2 and S3—S4). If packets of a flow on each segment
can be forwarded following their original routing rules and
exit the loop through their nearest exit switch, packet order
can be maintained.

With the methods we proposed above, packets can resume
flowing within the loop and exit the deadlock. However,
situation can become intricate when a flow enters and leaves
the loop multiple times. For instance, in Fig. 9, the green flow
has two exit ports on the loop: Port; and Ports. Packets 3-5
are naturally blocked and cannot enter S3 when the deadlock
occurs. If packets from S2 keeps arriving at S5, they will
eventually saturate the ingress queue at S5, causing Port; to
be paused as well. Consequently, packet 6 of the green flow
cannot be forwarded to Port; (its nearest exit port). To ensure
the scheduling of other flows, Roundabout necessitates rotating
packets along the loop following Roundabout routing table, so
packet 6 will eventually exit the loop through Ports. Packets
3-5 resume transmission only after the deadlock is solved. This



Fig. 9: The green flow has 2 exit ports in the loop: Port: and Ports.

is acceptable if we only want to break the deadlock, but it can
also break packet order.

We design a novel mechanism to keep packets in order.
Packets are only permitted to exit the loop through their
nearest exit ports. If they miss these ports, instead of been
forwarded out of loop from other exit ports, they are returned
to their original positions. In this way, we will not violate the
observation and packet order can be maintained.

First, packets that miss their nearest exit port are marked by
setting the reserved bit in the IP Type of Service (ToS) field
to 1 [42, 43], which does not introduce extra bits to inflate the
buffer. Packets with ToS=1 will be forwarded to their in-loop
downstream switches according to Roundabout routing table
and will eventually return to their starting switch.

Second, we need to ensure that these packets can stop
precisely at the switch where they were located when the
deadlock resolution began. We achieve this by introducing
barrier packets: After Roundabout routing table is built,
instead of transmitting data packets immediately, switch first
generates and sends a barrier packet, a Roundabout packet with
opcode = 7. It is used to isolate the data packets on different
switches, and can only be forwarded in the loop following
Roundabout routing rules. Barrier packet circulates along the
deadlock loop, followed by data packets from the same switch.
The packet scheduler module monitors every packet dequeued.
Once it identifies a packet as the barrier packet it generated, the
dequeue process is halted and the barrier packet is discarded.
This mechanism ensures that all packets missing their proper
exit ports can return to their originating switches.

When a barrier packet completes its trip in the loop, switch
will send a checking message round the loop to confirm
whether the deadlock is resolved. The checking message is a
Roundabout packet with opcode = 8 and the rand field set to
1. At each switch in the loop, if its barrier packet has returned
and queue length is below the Xy threshold, the rand field
is set to 0. If the coordinator receives its checking message
with rand=0, it indicates that the deadlock has been resolved
and packets can re-enter the loop. Otherwise, the coordinator
can initiate another round of resolution until the deadlock is
solved, or fall back to other solutions.

V. TESTBED EXPERIMENTS

A. Implementation

We implemented a Roundabout switch prototype, as well
as the senders and receivers, on commodity x86 servers with
DPDK 19.08.2 [44]. Both the switches and sender/receiver
nodes are equipped with 10Gbps NICs. The testbed is built
with a topology and routing scheme identical to Fig. 1.

2000 1.0
Rountabout SEQ

ler

1500 +  Roundabout ACK
Lossy SEQ

1000

Seq num at send

o
S
S

Rountabout

Lossy

0 - T v v -
500 750 1000 1250 1500 500 750 1000 1250 1500
Number of packets sent Packet TX count

(a) Sequence number growth (b) Normalized goodput

Fig. 10: Roundabout has minimum bandwidth waste.

The switch’s data plane consists of three modules: Receiving
module gets packets from multiple input ports for serial pro-
cessing and manages port pause states based on Roundabout
packets. Forwarding module implements the main function of
Roundabout, such as ra_frame generation, local election, dead-
lock routing table buildup, ToS marking, admission control and
queue management. Transmitting module dequeues and sends
packets downstream through their corresponding egress ports
in a round-robin (RR) fashion.

B. Testbed Evaluation

Roundabout solves deadlocks with minimum impact
on end-to-end performance. Since deadlock formation is
determined by queue length rather than flow size, we let
senders transmit long flows that pass through three switches in
clockwise order before reaching the receiver. Receivers sends
per-packet ACKs back to the senders.

We compare Roundabout with selective packet drop [20],
and a sampling of packet sequence number is shown in
Fig. 10a. Compared to schemes that cause sequence number
gaps like packet drop, Roundabout is able to maintain in-
order packet delivery to avoid the large number of unnecessary
retransmissions caused by RoCE’s go-back-N transmission
scheme. Fig. 10b shows the normalized effective throughput
(goodput). Lossy deadlock resolution scheme results in a sig-
nificant decline in effective throughput, whereas Roundabout
maintains consistently high end-to-end performance.

VI. SIMULATION EVALUATION
A. Simulation Setup

We evaluate our design with network simulator NS3 [45].

We first use full mesh topology [46] from §VI-B to §VI-D
to demonstrate the micro behavior of Roundabout, with 16
shared buffer switches connected to each other. Each switch
has 4 servers connected. All links have a capacity of 100Gbps
and a propagation delay of lus [2]. We disable flow control
on the server such that all traffic can be sent at 100Gbps>.
Unless explicitly specified, we use the following parameters
as default: Each switch has an SRAM buffer of 32MB, a
redundant headroom of 1 BDP, an in-loop hop count (the
number of hops from a packet entering the loop to it reaches its
exit port) of 3, a maximum shared portion (the maximum per-
centage of shared buffer that can be allocated to a single queue)

2We use full mesh topology and disable flow control to create more intuitive
and varied deadlocks (different deadlock loop length, trigger locations, number
of hops from exit ports, etc.), which is uncommon in practice.
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Fig. 11: The behavior of Roundabout.

of 1/8. We utilize Al training workload measured in a real-
world testbed cluster. The neural network has multiple fully
connected layers and employs ring all-reduce to synchronize
gradients. Compared to web search [47] or incast [48] traffic,
this workload is more bursty and exhibits a higher degree of
concurrency [49], thus is more likely to cause deadlocks.
We also evaluate Roundabout under 2D-Torus [50] topolo-
gies in §VI-E. The 2D-Torus topology comprises 16 switches
organized in a 4x4 grid, with each switch connected to 4
servers. The switch configurations are identical to those in the
Full-Mesh topology. We used Ali-Storage workload [2], set the
average link load to 80% to simulate heavy traffic conditions,
and use DCQCN [51] as the congestion control algorithm.

B. Demonstration of Roundabout

We first present the behavior of Roundabout. We configure
the routing table for a loop of 4 switches. Flows enter the
loop from different switches, circulate in the same direction,
and leave the loop after three hops. Fig. 11a shows the sum
of the deadlock queue lengths on in-loop switches during two
complete deadlock formation-resolution processes. The queues
grows first, then triggers deadlock due to the frequent “on-
oft” port behavior [52]. Roundabout is able to detect deadlock
within microseconds and then start deadlock resolution.

We then dive into the micro-behavior of deadlock detection.
Fig. 11b shows a scenario where four switches become triggers
nearly simultaneously, which takes only one hop’s time to
form a deadlock. Roundabout uses the following 3 hop’s
time for deadlock detection, and another 4 hop’s time to
synchronize the results with other switches. Fig. 11c shows
another scenario: two switches become triggers first, then
pause the other two switches as PFC pause frames propa-
gate. In this case, deadlock formation and detection finish
almost simultaneously. The “plateau region” in the curve is
much shorter, during which the deadlock detection results is
synchronized with other switches in the loop. Both cases in
Fig. 11b and Fig. 11c detect deadlock within 10 microseconds,
demonstrating the effectiveness of our scheme. Notably, for a
loop of length N, achieving global consensus and synchro-
nizing with all nodes requires 2N hops. The performance of
Roundabout follows a similar pattern.

Once deadlock is confirmed, Roundabout initiates deadlock
resolution. Packets are efficiently scheduled to exit the loop
in a lossless manner. We observe that one of the queues
experiences a rapid decrease in length and then returns to
normal. This is because buffer negotiation between switches is
triggered hop-by-hop. When the first switch has already sent a

significant number of packets downstream, its upstream switch
may still be waiting for buffer negotiation to be triggered.
Thus, the first switch will temporarily not receive any packets
until buffer collaboration starts across all switches, resulting
in a faster draining rate of the queue.

Roundabout efficiently supports end-to-end packet transmis-
sion. Fig. 11d reveals that since detection can be done quickly,
the time packets actually paused in the loop can be negligible.
As packets of a certain flow approach their exit port, packets of
other flows are gradually scheduled out of loop midway. This
increases the proportion of the given flow in the overall traffic,
resulting in a faster sending rate (even faster than before the
deadlock occurred). Fig. 11e is actually a scatter plot of the
sequence number of packets that arrives at the receiver over
time. It shows the order-preserving nature of Roundabout and
further corroborates the results from the testbed experiments.

C. Performance.

We evaluate the performance of Roundabout across various
configurations, including different loop lengths, headroom
sizes, in-loop hop counts, and maximum shared portions. We
vary one parameter once while keeping the others as default.

Fig. 12 reveal some important properties of Roundabout: a)
As the loop length increases, Roundabout spends more time
for detection, since it needs to circulate control messages over
the loop. However, loop length itself does not significantly
impact the speed of deadlock resolution. b) Deadlocks are
triggered more quickly as incast becomes more severe with
an increasing average in-loop hop count. This is due to the
introduction of additional flows on the same link, which dilutes
the target flows and reduces their sending rate. c¢) The size
of redundant headroom affects the initial speed of deadlock
resolution. However, as packets exit the loop, the available
headroom buffer gradually grows to its predefined limit and is
no longer a bottleneck, which does not significantly influence
the overall resolution time. d) The maximum available queue
length (related to the switch’s buffer size and memory manage-
ment policy) is a double-edged sword: a larger queue length
can accommodate more packets before triggering a deadlock,
but it also prolongs the overall resolution process.

D. Comparison with Other Solutions.

We compare Roundabout with four latest deadlock detection
and resolution methods. Loop Breaker (LB) and Deadlock
Breaker (DB) [19] are control-plane approaches that asserts
deadlocks by probing port states. (i) LB periodically sends
probe packets with unique identifiers from deadlock-suspected
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Fig. 12: Roundabout’s performance under different metrics.

ports along the loop. Each node choose and record the smaller
identifier and pass it on, until the identifier returns to its
starting port. It resolves deadlocks by dynamically rerouting
deadlocked packets to other switches. (if) DB detects dead-
locks similar to LB but carries full-path information in probing
packets. Upon detecting a deadlock, the control plane dynami-
cally adjusts the buffer to resume packet flow. (iii) ITSY [20] is
a dataplane scheme. It first identifies an initial trigger, and then
sends a checking message reversing the loop until it returns
to the trigger. It proposes packet dropping (lossy) and active
buffer adjustment (lossless) to resolve deadlocks.

ITSY ITSY

Requirements LB (lossy)  (lossless) Roundabout
Quick Detection X X v v v
Adapt to Multiple Triggers v v X v
Small Detection Overhead X X v v v
Keep Packets in Order X - X - v
No side-effects on Other Queues X X v X v
Compatible with RoCEv2 X X X X v

TABLE II: Roundabout satisfies all the requirements.

Overall Effect. As shown in Table II, Roundabout outper-
forms other solutions across various metrics. As for deadlock
detection schemes, LB and DB exhibit inherent performance
issues and encounter significant detecting overhead. Although
ITSY can detect deadlock quickly, it faces challenge when
the loop status is complex and has multiple triggers. As for
deadlock resolution schemes, LB leverages adaptive routing
which may affect other traffic; DB and ITSY (lossless) dynam-
ically configure the buffer but may not succeed when shared
buffer space is constrained. None of the compared schemes
can guarantee in-order packet delivery. Roundabout is the only
solution that can satisfy all the listed metrics in table II, and
is therefore ideally suited for RoCEv2.

Detecting Speed. As shown in Fig. 13a, Roundabout sig-
nificantly outperforms LB and DB, which suffer from latency
between the control plane and data plane. Additionally, LB and
DB exhibit more variable detection latency, as deadlocks may
occur at any time between two periodical detections. Although
Roundabout and ITSY have similar detection speeds, Round-
about is able to effectively detects and resolves deadlocks
when multiple switches trigger the same deadlock.
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Fig. 13: Roundabout compared with other schemes.

Bandwidth Overhead. Fig. 13b compares the additional
bandwidth consumption during a complete detecting process.
Roundabout and ITSY, triggered by PAUSE events, consume
minimal bandwidth. Roundabout also reuses header fields
to further optimize bandwidth utilization. However, since
Roundabout builds in-loop routing table with variable-length
nodeld field, this results in a relatively higher (yet still small)
bandwidth cost compared to ITSY. Both LB and DB have to
periodically send detection packets at high frequency to ensure
timely detection, which consumes more bandwidth.

ITSY-50

ITSY-95
ITSY-99

——RA-50
eetRAOS
— = RA-99

——WD-50
‘eet WD-OS
— = WD-99

a
=
mmmm [ 10000 2
S v

i =

1000
100
10

1

FCT Slowdown o

10K 100K IM 10M
FlowSize (B)

Fig. 14: FCT slowdown with different schemes. Note that WD has
a different y-scale.

FCT Slowdown of RA & ITSY
S

E. Evaluating Roundabout in Large-scale Networks.

We evaluate Roundabout (RA) with 2D-Torus topology and
Ali-Storage workload [2] with 80% link load, as described
in §VI-A. To evaluate the impact on flows affected before
and after the deadlock, we initiate flows within 0.1 seconds
following a Poisson distribution. We compare RA with (i)
ITSY with packet dropping, and (if) PFC watchdog (WD)
deployed in the industry, which monitors for long-duration
PFC pauses and take measures such as packet drops or port
resets to maintain network stability. The watchdog threshold
is set to 200 ms [53].

Fig. 14 shows the flow completion time (FCT) slowdown,
flow’s actual FCT normalized by the base FCT when the
network has no other traffic, at the 50th, 95th, and 99th
percentiles under our settings. In the WD scenario, PFC pause
spreading caused by deadlock [20] affects the network. Most
flows are paused over 100 ms, since the watchdog threshold
is significantly higher than their theoretical completion time.
As a result, the FCT slowdowns of these flows increase
significantly, especially for short flows whose ideal FCT is
only tens of microseconds. Roundabout and ITSY detect
deadlocks quickly, allowing the network to promptly return
to normal and further avoiding the widespread of PFC pause
frames. However, ITSY’s detection is not always successful.
In the experiments where it successfully detects deadlocks, it



results in an average of 16 flows experiencing out-of-order
transmission and 7,952 packets being received out of order. In
contrast, Roundabout effectively detects deadlocks and does
not cause packet reordering, thereby minimizing the impact
on both senders and receivers.

VII. DISCUSSION
A. Concurrent Deadlocks

Multiple deadlock loops may overlap on links or nodes,
resulting in concurrent deadlocks. Roundabout selects and
subsequently breaks one of the deadlocks, thus automatically
resolving the others. (i) If these loops have different coordina-
tors, their probing messages will competing for T, registers
at overlapped switches, and only the dominant message can
survive. Therefore, only the “optimal” coordinator can succeed
when synchronizing detection results. (i) When multiple loops
share the same coordinator, probing message first propagates
along overlapping path and is then sent to distinct paths at
branching switch in a multicast manner. These probing packets
carrying the same messages will reach the convergence switch
in sequence. Only the first arrival will pass through and return
to the coordinator, thereby selecting a unique loop.

B. Hardware Feasibility

The objective of Roundabout is to operate as a build-
ing block to improve the deadlock-handling capabilities of
switches, which can be integrated in switch ASICs.

Meanwhile, as switches become increasingly programmable
[54, 55], Roundabout also shows promising potential to
achieve more flexible deployment. Most features required
by Roundabout have been natively supported by commodity
programmable hardware [55], including registers for casualty
recording, customized packet header parsing and deparsing,
user-defined packet processing, programmable packet gener-
ation, and dataplane advanced flow control to pause/resume
target queue [56]. PFC frames can be passed to the switch’s
programmable module by manipulating port configurations.
Although the length of ra_hdr is variable from a global per-
spective, packet parsing and deparsing occur at fixed position
for a single switch (§IV-A). Therefore, the packet header
vector (PHV) overhead remains constant. The buffer manage-
ment scheme of Roundabout involves updating ingress queue
statistics by modifying counters, which is easy to achieve
line rate in ASICs. Some programmable switch designs, such
as Trio [54], also provide a read-modify-write engine to
increment or decrement packet/byte counters, which is worth
exploring and we will leave it as future work.

VIII. LIMITATIONS

To evaluate Roundabout under deadlocks, we used config-
urations that trigger deadlocks more frequently (e.g., mesh
topology, disabled congestion control, and more bursty work-
loads). In practice, deadlocks may occur less frequently. For
example, in Clos networks like fat-tree [2, 57], deadlocks can
be rare. Packets are typically routed in a loop-free manner,
such as through up/down routing paradigm [58], where a

spanning tree is constructed for the network, and packets are
forwarded up toward the root direction before being sent down
to the destination. This prevents routing loops and is therefore
deadlock-free [59]. However, factors such as link/node failures
or port flaps [16, 21, 60] can cause packets to deviate from
their intended paths, potentially introducing routing loops and
leading to deadlock. Some schemes are proposed to avoid such
loops, such as [16, 21] discussed in IX.

IX. RELATED WORK

PFC deadlock has been a popular research topic for many
years. Many approaches have been proposed that can be
classified into two categories: proactively avoid deadlock,
and reactively detect/resolve deadlock. We have discussed
deadlock detection/resolution schemes in detail in §II-B.

For deadlock avoidance, many approaches rely on routing
or topology restrictions [13-16]. However, this can lead to
reduced throughput, wasted link bandwidth [17], and may not
be suitable for various topologies and routing algorithms [14].
Moreover, such approaches tightly couple routing rules with
the network topology, making them inflexible for deploy-
ment [15]. Similarly, partitioning priorities into lossy and
lossless and scheduling flows across different priorities [21]
not only makes the network lossy, but also wastes valuable
bandwidth and priorities. Some other approaches adjust buffer
configurations of switches based on their locations to avoid
deadlocks [17], but this requires a relatively stable traffic
pattern, and can not eliminate the probability of deadlock.
Eliminating hold-and-wait condition to avoid deadlocks seems
promising [18], but it can impact the sending rate and requires
fine-grained controlling, which can be challenging in practice.
Adjusting flow control algorithms may reduce the probability
of deadlocks [2, 9, 51, 61] but are not 100% reliable.

X. CONCLUSION

We present Roundabout, a deadlock detection and resolution
scheme for PFC-enabled data center switches. We analyze
switch states within deadlock loops and propose an election-
based approach for efficient and robust deadlock detection.
We present a novel buffer collaboration scheme between and
within switches to resume packet flowing without requiring
buffer reconfiguration, which only leverages engineering re-
dundancy in the headroom buffer. Additionally, we analyze
the cause of packet reordering during deadlock resolution and
design an isolation-scheduling mechanism to maintain packet
order. Experimental results demonstrate that Roundabout can
effectively detect deadlocks in complex scenarios and effi-
ciently resolve deadlocks with minimal side effects.
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